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Today
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• Pre-training


• Mid-training


• Post-training 

• Reasoning/o1



A few remarks on Science & Scale in AI
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• Science matters


• yes, we may fail to reproduce everything, but this is science working as intended.


• data > opinions


• Math in AI


• Can be helpful: diffusion models, inference/SSMs, optimization


• Deeper perspectives: JAX’s view of AD


• Scaling is an important part of the engineering process


• If somethings holds at smaller scale, makes sense to consider this as the “null”


• Yes, we do need the right scale to study the effect of interest 
(some phenomena “emerge” but often there are predictive metrics)


• It's your job to look at the data and draw your own conclusions



The “pipeline”
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• Pre-training: the lions share of flops


• learn the density of all txt out there


• diminishing returns in ppl/loss, but best proxy for downstream performance


• Mid-training: relatively new paradigm


• once our base model is “good”, can we utilize to get a better model?


• maybe a different “scaling law” is possible?


• Post-training: how can we deploy a helpful model 

• Reasoning/o1: use more inference time compute!


• Is this a different paradigm?



Today
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• Pre-training


• How much data is out there?


• Web scraping and processing


• Scaling laws


• Benchmarks and emergence


• Data selection/Data mixtures


• Mid-training


• Post-training



What is “pre-training”?
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• Goal: estimate the probability density on “all” raw available text.

• We train BIG models on LOTS of data


• Which text is “relevant” for downstream tasks?

• Difficult to say and quite plausibly diminishing (yet important) returns

• Small bumps in perplexity are important for downstream performance


• What “data mixture” do we want?

• How much data is out there?




ChatGPT (GPT 3.5): 
“human level performance on many benchmarks + sometimes absurd mistakes” 

Grapevine numbers: 
• GPT3.5: 200B model, trained on 1-5T tokens? 
• GPT4.0:  1.6T MoE (8x200B models), 5-12T tokens 
• Gemini:  2T param model (also MoE?), 15T? 

(trained on TPUs, 1M context) 

Published numbers: 
• LLama3: 405B, 15T tokens 

Some LLM numbers



Today
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• Pre-training


• How much data is out there?


• Web scraping and processing


• Scaling laws


• Benchmarks and emergence


• Data selection/Data mixtures


• Mid-training


• Post-training



• LLama3: 15T tokens 

• Plausibly another 20-50T “good data” 
that may be hard to reach 

• Non-English 20-50T?

Blogpost: How much LLM trading data is there in the limit?

How much data is out there?

https://www.educatingsilicon.com/2024/05/09/how-much-llm-training-data-is-there-in-the-limit/


How much data is out there?

10 https://epochai.org/blog/will-we-run-out-of-data-limits-of-llm-scaling-based-on-human-generated-data

• Total web data may be 
1000T, but not high quality 

• Much more private data 

• More data in other 
modalities (but this is less 
clearly useful)



• Pre-training


• How much data is out there?


• Web scraping and processing


• Scaling laws


• Benchmarks and emergence


• Data selection


• Mid-training


• Post-training

Today
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Web scraping: where does data come from?

12 https://commoncrawl.org/

https://huggingface.co/datasets/allenai/dolma

https://commoncrawl.org/
https://huggingface.co/datasets/allenai/dolma


Web scraping: where does data come from?

13 https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1



Web scraping: where does data come from?

14 https://www.datacomp.ai/dclm/



Today
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• Pre-training


• How much data is out there?


• Web scraping and processing


• Scaling laws


• Benchmarks and emergence


• Data selection/Data mixtures


• Mid-training


• Post-training



Scaling laws

16 https://arxiv.org/abs/2203.15556

Key:


N: parameters

D: data

C: compute


E: entropy


Note: data and 
parameters have 
diminishing returns

C ≈ 6ND



Scaling laws

17 https://arxiv.org/abs/2203.15556

- Rule of thumb: tokens = 20 x parameters


- But Llama models train for much longer



Scaling laws when repeating data

18 https://arxiv.org/abs/2305.16264

Running out of data options:


1. Repeat data


2. Bigger models




Today
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• Pre-training


• How much data is out there?


• Web scraping and processing


• Scaling laws


• Benchmarks and emergence


• Data selection/Data mixtures


• Mid-training


• Post-training



Downstream benchmarks

20 https://huggingface.co/collections/open-llm-leaderboard/the-big-benchmarks-collection-64faca6335a7fc7d4ffe974a

• We don’t actually care about the loss directly, we care 
about what the model can do “downstream”


• But pre-training loss is still the best universal proxy


• Examples of standard downstream tasks:

• Multiple choice:


• High school/college exams (MMLU)

• Commonsense reasoning (Hellaswag, ARC, Winogrande)

• Reading comprehension 


• Generative:

• Code generation (humaneval, MBPP, SWEbench)

• Math (GSM8k, hendrycks-MATH)

• Summarization

• Chat (chatbot arena)



Emergence

21 https://arxiv.org/abs/2206.07682

• Small gains in pre-training loss can have potentially large impacts downstream 



Emergence?

22 https://arxiv.org/abs/2304.15004

• If we measure smoother metrics, emergence is less clear



Today
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• Pre-training


• How much data is out there?


• Web scraping and processing


• Scaling laws


• Benchmarks and emergence


• Data selection/Data mixtures


• Mid-training


• Post-training



Data selection: what data will help most downstream?

24 https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1

https://arxiv.org/abs/2306.11644

• Pre-training loss is the best proxy, but what data should go into the pre-training 
distribution?

Idea 1: educational content filter

https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1
https://arxiv.org/abs/2306.11644


Data selection: what data will help most downstream?

25 https://arxiv.org/abs/2406.10670

• Pre-training loss is the best proxy, but what data should go into the pre-training 
distribution?

Idea 2: validation-based filter

High quality data

All data

“Similarity” filter

https://arxiv.org/abs/2406.10670


Data mixtures: what proportions of data sources should we use?
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We discussed this in class but forgot to have a slide! 

• What fraction of arXiv/code/etc do we want?


• Subtle issues and need to some empirical sweeps and figure out downstream 
impact


• Memorizing factual info?



Mid-training

27



• Pre-training


• Mid-training


• Toolformer: augmenting data with external information


• Automated annotations: adding thoughts into data


• Rephrasing


• Unit tests


• Distillation


• Post-training

Today
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What is “mid-training”?
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• Mid-training: continue to improve on the base-model

• Bootstrap off the learned capabilities off of our current base model M

• There is potentially a “scaling law"


• Techniques:

• Call external tools with M

• RAG at mid-train time.


• Annotate our data, with M

• Rephrasing

• Unit tests


• Related: distillation from M




• Pre-training


• Mid-training


• Toolformer: augmenting data with external information


• Distillation


• Rephrasing


• Unit tests


• Post-training

Today
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Toolformer: augmenting data with external information

31 https://arxiv.org/abs/2302.04761

• Create semi-synthetic data by 
adding in calls to external “tools”


• Example tools:


• Web search


• Calculator


• Translator


• Calendar



Toolformer: augmenting data with external information

32 https://arxiv.org/abs/2302.04761



Toolformer: augmenting data with external information

33 https://arxiv.org/abs/2302.04761



• Pre-training


• Mid-training


• Toolformer: augmenting data with external information


• Distillation


• Rephrasing


• Unit tests


• Post-training

Today
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Distillation vs. Bootstrapping
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• Techniques that leverage a larger model to generate data are doing 
“distillation”


• This is still interesting since deciding which data to generate can dramatically 
change how good the distilled model is


• But the distilled model will be worse than the original model


• In contrast “bootstrapping” actually tries to use a model with some external 
information to create a better model



• Pre-training


• Mid-training


• Toolformer: augmenting data with external information


• Distillation


• Rephrasing


• Unit tests


• Post-training

Today
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Rephrasing to generate data: cosmopedia (open Phi)

37 https://huggingface.co/blog/cosmopedia

• Synthesize data from web extract + format + intended audience



Rephrasing to generate data: cosmopedia (open Phi)

38 https://huggingface.co/blog/cosmopedia

• Synthesize data from web extract + format + intended audience



Rephrasing to generate data: source2synth

39 https://arxiv.org/abs/2409.08239

• Very recent work tries rephrasing by combining multiple web documents



• Pre-training


• Mid-training


• Toolformer: augmenting data with external information


• Distillation


• Rephrasing


• Unit tests


• Post-training

Today
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Leveraging verifiers and unit tests to create data

41 https://arxiv.org/abs/2309.12284

• Metamath uses rephrasing in a verified domain to generate data


• This could also be scaled up, e.g. by using code and unit tests



Post-training
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LMSys arena 
https://lmarena.ai/?leaderboard 

Rating is in “Elo scores”, where the Elo difference 
between A and B implies the probability of preferring 
A to B.


https://lmarena.ai/?leaderboard


What is “post-training”?
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• Capabilities: 
• how to use the base model to provide accurate answers?

• how to use the base models for downstream tasks? 

• User experience: 
• Avoid amplifying human biases (race, gender, etc)

• Avoid the system giving incorrect advice and also be 

appropriately cautious (e.g. medical advice)

• Explanations for the “target audience”

• How to give subjective viewpoints?

• Give helpful answers (and not duck/caveat everything) 

• Is “prompting” enough to address these? 
• How to avoid making the models worse during post-training?



• Pre-training

• Mid-training

• Post-training


• Capabilities:

• Chain of thought

• SFT/Instruction fine tuning


• User Experience:

• RLHF

• Prompting/ConstitutionalAI


• Reasoning

Today
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46
https://arxiv.org/pdf/2201.11903

https://arxiv.org/pdf/2201.11903


Why Chain of 
Thought?
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https://arxiv.org/pdf/2309.06979

Either the transformer internally does the 
computation (depth?) or uses “scratch space” 
to behave more like a Turing machine.

https://arxiv.org/pdf/2309.06979


• Pre-training

• Mid-training

• Post-training


• Capabilities:

• Chain of thought

• SFT/Instruction fine tuning


• User Experience:

• RLHF

• Prompting/ConstitutionalAI


• Reasoning

Today
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SFT/Instruction Fine Tuning (FLAN)
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https://jasonwei20.github.io/files/FLAN

Goal: we want models that are helpful and follow our instructions.

https://jasonwei20.github.io/files/FLAN%20talk%20external.pdf


Instruction Fine Tuning (FLAN)
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https://jasonwei20.github.io/files/FLAN

https://jasonwei20.github.io/files/FLAN%20talk%20external.pdf


Fine Tuning vs RAG 
(& prompting vs SFT)
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Q: how do we incorporate new info into our base LLM? continual learning? 
(Like current events? New facts?)

https://arxiv.org/pdf/2312.05934

https://arxiv.org/pdf/2312.05934


• Pre-training

• Mid-training

• Post-training


• Capabilities:

• Chain of thought

• SFT/Instruction fine tuning


• User Experience:

• RLHF

• Prompting/ConstitutionalAI


• Reasoning

Today

52



RL from Human Feedback (RLHF)
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Fig credit: https://huggingface.co/blog/rlhf

https://huggingface.co/blog/rlhf


54

Fig credit: 



55
https://arxiv.org/pdf/2009.01325

https://arxiv.org/pdf/2009.01325


Constitutional Learning: 
+RL from AI Feedback (RLAIF)
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https://arxiv.org/pdf/2212.08073

https://arxiv.org/pdf/2212.08073


Supervised Phase: Creating a Dataset for FineTuning
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RL with AI Feedback: Use the AI instead of Humans

58



Reasoning/o1

59



60

OpenAI: https://openai.com/index/learning-to-reason-with-llms/

https://openai.com/index/learning-to-reason-with-llms/


OpenAI: https://openai.com/index/learning-to-reason-with-llms/

https://openai.com/index/learning-to-reason-with-llms/








Things to probe:
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How is this model trained?
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Let’s examine some ideas in the literature/speculate.


• Where does the data come from?


• e.g do humans write example questions/prompts? Models?


• Where is a reward function coming from? 
(and how to use it?)


• e.g. do humans write “reasoning traces”? Or model? 


• Or directly optimize with perplexity (PPL)?


• Is there an RL component?


• It is being trained on its own generations. How? 


• RL/DP fundamentally involves backtracking/exploration. 
(better viewed as training vs inference?)



Where do we get training “prompts”?
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• Use human questions and/or LLM generated questions


• e.g. the “Alpaca” instruction fine-tuning dataset uses 
175 human-written instruction-output as examples to 
an LLM to generate more (52K) instruction examples 
https://crfm.stanford.edu/2023/03/13/alpaca.html


• How much human labor? 
 
 

Other ides:


• Extract questions from “real” text


• e.g. textbooks


• Extract questions from math/science/github etc


• e.g. extract lemmas or unit tests from papers/github

https://crfm.stanford.edu/2023/03/13/alpaca.html


How is this model trained?
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Let’s examine some ideas in the literature/speculate.


• Where does the data come from?


• e.g do humans write example questions/prompts? Models?


• Where is a reward function coming from? 
(and how to use it?)


• e.g. do humans write “reasoning traces”? Or model? 


• Or directly optimize with perplexity (PPL)?


• Is there an RL component?


• It is being trained on its own generations. How? 


• RL/DP fundamentally involves backtracking/exploration. 
(better viewed as training vs inference?)
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https://arxiv.org/pdf/2305.20050

https://arxiv.org/pdf/2305.20050
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https://arxiv.org/pdf/2401.10020

https://arxiv.org/pdf/2401.10020
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How is this model trained?
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Let’s examine some ideas in the literature/speculate.


• Where does the data come from?


• e.g do humans write example questions/prompts? Models?


• Where is a reward function coming from? 
(and how to use it?)


• e.g. do humans write “reasoning traces”? Or model? 


• Or directly optimize with perplexity (PPL)?


• Is there an RL component?


• It is being trained on its own generations. How? 


• RL/DP fundamentally involves backtracking/exploration. 
(better viewed as training vs inference?)
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https://arxiv.org/pdf/2403.09629

https://arxiv.org/pdf/2310.02226

https://arxiv.org/pdf/2403.09629
https://arxiv.org/pdf/2310.02226
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https://arxiv.org/pdf/2403.09629

In these settings, we can train on the usual cross entropy loss.

https://arxiv.org/pdf/2403.09629


76
https://arxiv.org/pdf/2310.02226

In these settings, we can train on the usual cross entropy loss.

https://arxiv.org/pdf/2310.02226


77
https://arxiv.org/pdf/2310.02226

https://arxiv.org/pdf/2310.02226


Summary:
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• Pre-training: train to minimize ppl

• Mid: “bootstrap” with the base model (e.g. tool-former)

• Post: make the base model helpful 

• Reasoning:

• Is this a new paradigm where training on generations/RL is helpful?

• How important will more inference time flops be?

Questions?


