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Today

● Introduction to LLM evals
● General model quality evaluation
● Downstream task evaluation
● Real-world use cases and examples
● Conclusion and Q&A



What is LLM evaluation?

● We will focus on evaluation of LLM inference (i.e. post-training 
or fine-tuning)

● Two main purposes:

  1. Understanding general quality of a trained model

  2. Assessing performance on specific downstream tasks

● #1 is also called benchmarking

● #2 adds addl. degrees of freedom: prompt engineering, RAG systems 
etc.



Generative AI Gone Wrong



General Quality Evaluation

 Primary method: Benchmarks

● Definition: Sets of data with expected outputs

● Strict performance metrics (e.g. accuracy / exact match)
○ Note: even this can be sometimes be implemented in a few ways

Example: GSM8K in Eleuther’s eval harness.

https://github.com/EleutherAI/lm-evaluation-harness/blob/main/lm_eval/tasks/gsm8k/gsm8k.yaml


General Quality Evaluation

● Popular benchmarks:
○ GS8MK (Grade School Math 8K)

https://arxiv.org/pdf/2110.14168v1


General Quality Evaluation

● Popular benchmarks:
○ HumanEval (coding task generation)

https://arxiv.org/pdf/2107.03374v2


General Quality Evaluation

● Popular benchmarks:
○ MMLU (Massive Multitask Language Understanding): tasks ranging 

from simple math to legal reasoning

https://arxiv.org/pdf/2009.03300v3


Community-driven LLM benchmarking

Hugging Face Open LLM Leaderboard

● Community-maintained benchmark for open-source LLMs

● Covers various tasks: reasoning, math, coding, etc.

● Allows direct comparison of model performance



General Quality Evaluation

Example of foundational model benchmarks from the Llama-3 
Paper: https://arxiv.org/pdf/2407.21783

https://arxiv.org/pdf/2407.21783


Benchmark leakage

● Benchmarks are often based on 
public data, so there’s a risk 
that the benchmark data leaks into 
training data

● Consequences:
○ Inflated performance metrics
○ Overfitting to specific 

benchmarks
○ Unreliable evaluation of true 

model capabilities
● Paper: Xu et al, Benchmarking 

Benchmark Leakage in Large 
Language Models (2024) 
https://arxiv.org/pdf/2404.18824

https://arxiv.org/pdf/2404.18824


General Quality Evaluation

Benchmarks are tricky to get right!

● Prompt dependency: results vary based on task phrasing

● Model configuration effects: performance affected by hyperparameters

● Replication challenges: difficult to reproduce results

● Costs: running comprehensive benchmarks can be expensive

● Benchmark saturation: top models approaching human performance



General Quality Evaluation

And even then, face significant limitations:

● Quality issues:
○ Poorly formulated questions or answers
○ Outdated or biased information

● Metric limitations:
○ Focus on accuracy or exact match
○ Often assume single correct answer

● Real-world applicability:
○ May not reflect diverse use cases
○ Limited correlation with task-specific performance



Benchmark quality concerns

“On summarization, we 
find that … the reference 
summaries in standard 
summarization datasets 
(e.g., CNN/DM, XSUM) are 
actually worse (under the 
same human evaluations).”

https://arxiv.org/abs/221
1.09110

https://arxiv.org/abs/2211.09110
https://arxiv.org/abs/2211.09110


Crowdsourced LLM evaluations

Chatbot Arena (https://lmarena.ai/)

● Elo-based rating system for LLMs

● Users compare responses from different models

● Provides dynamic, user-centric evaluation

● Paper: Chiang et al, “Chatbot Arena: An Open Platform for Evaluating 
LLMs by Human Preference” (2024)

https://lmarena.ai/
https://arxiv.org/pdf/2403.04132
https://arxiv.org/pdf/2403.04132




Crowdsourced LLM evaluations

Advantages:

● Large-scale, diverse user input

● Captures real-world preferences and use cases

● Continually updated as new models emerge

Challenges:

● Biased evaluator pool (e.g. LLM hobbyists and researchers )
● Significant data contamination (e.g. toxicity, NSFW etc.)
● Difficulty in controlling evaluation conditions
● Potential for gaming or manipulation of results
● Not reusable
● Cannot translate to private use-cases



Downstream task evaluation

● The magic behind LLMs is the expectation that they can perform a very 
wide range of tasks

What are some tasks LLMs can perform? 



Downstream task evaluation

● The magic behind LLMs is the expectation that they can perform a very 
wide range of tasks:

○ Translation, Question answering, Summarization, Code generation, 
Creative language generation...

Question(s): 

● How would you evaluate Q&A? 

● How would you evaluate a summary?

● How would you evaluate code generation?

Reference-based v Reference-free evaluation



Reference-based evaluation

Deterministic metrics:

● Syntactic similarity:

○ Accuracy

○ Exact Match

○ Bilingual Evaluation Understudy (BLEU) 
https://arxiv.org/pdf/1804.08771

○ Recall-Oriented Understudy for Gisting Evaluation (ROUGE) 
https://aclanthology.org/W04-1013/

● Semantic similarity

○ BERTScore https://arxiv.org/abs/1904.09675

○ Semantic Textual Similarity 
https://sbert.net/docs/sentence_transformer/usage/semantic_textua
l_similarity.html

https://arxiv.org/pdf/1804.08771
https://aclanthology.org/W04-1013/
https://arxiv.org/abs/1904.09675
https://sbert.net/docs/sentence_transformer/usage/semantic_textual_similarity.html
https://sbert.net/docs/sentence_transformer/usage/semantic_textual_similarity.html


Reference-based evaluation

Reference: “The cat is on the mat.”

LLM Output: “The cat and the dog.”

BLEU Score:

1-grams: [“The”, “cat”, “the”] --> 3/5 1-grams in output

2-grams: [“The cat”] --> 1/4 2-grams in output

- BLEU = 1 * exp( 0.5 * (log(3/6) + log(1/4) ) ) = 0.64

ROUGE Scores:

- ROUGE-2 Precision = 2/4
- ROUGE-2 Recall = 1/5
- ROUGE-2 F1 = 0.22

- ROUGE-L Precision = 3/5
- ROUGE-L Recall = 3/6
- ROUGE-L F1 = 0.54

https://medium.com/nlplanet/two-minutes-nlp-learn-the-rouge-metric-by-examples-f179cc285499



Reference-based evaluation



Reference-based evaluation

Deterministic metrics:

Pros:

● Easy to compute, reproduce, and audit

Cons:

● May not capture nuanced aspects of language

● Sensitive to text preprocessing / cleaning

● Can be gamed or optimized for without true improvement

● Often not correlated with human judgements

● Require reference outputs

Still valuable, but limited for advanced LLMs



Beyond reference-based evaluation

Challenges with reference-based evaluation:

● Many tasks don't have single "correct" answers

● Creative tasks are particularly hard to evaluate

Alternative approaches:

● Human evaluation

● LLM-as-judge

● Task-specific automated metrics

Importance of multifaceted evaluation:

● Combine multiple metrics

● Consider both automated and human evaluation

● Align evaluation with specific use case requirements



Human Evaluation

👍 👎



Human Evaluation (vibes)

Relying on human intuition and judgment

Pros:

● Can capture subtle qualities missed by automatic metrics
● Useful for assessing overall quality and coherence
● Accounts for specialized subject matter expertise
● Do not require reference or ground truth data

Cons:

● Subjective and potentially inconsistent
● Doesn't scale well
● Best used in conjunction with other evaluation methods



Human Evaluation

If you are going to read one paper 
out of this entire session read 
this one:

Shankar et. al (2024)- “Who 
Validates the Validators? Aligning 
LLM-Assisted Evaluation of LLM 
Outputs with Human Preferences” 
https://arxiv.org/pdf/2404.12272

https://arxiv.org/pdf/2404.12272


LLM-as-a-Judge
Using one LLM to evaluate outputs of another

Examples:

● Bigger models (GPT-4) evaluating outputs of smaller models

● Panel of judges

○ Verga et al (2024) - “Replacing Judges with Juries: Evaluating LLM 
Generations with a Panel of Diverse Models” 
https://arxiv.org/abs/2404.18796

● Specialized models trained for evaluation tasks

○ Natural Language Inference (NLI) models - a classification model that 
measures whether a statement follows from a given premise. Typically 
used to detect hallucinations

○ Zhu et al (2023) - “JudgeLM: Fine-tuned Large Language Models are 
Scalable Judges” https://arxiv.org/abs/2310.17631

https://arxiv.org/abs/2404.18796
https://arxiv.org/abs/2310.17631


LLM-as-a-Judge

Pros:

● Can potentially capture more nuanced aspects of quality
● Opens up the kinds of qualities to test for - you can ask 

a model to do anything!
● Scalable compared to human evaluation

Cons:

● Raises the question: "Who validates the validators?"
● May inherit biases or limitations of the evaluating LLM

○ Chen et al (2024) - “Humans or LLMs as the Judge? A Study on 
Judgement Bias” https://arxiv.org/pdf/2402.10669

https://arxiv.org/pdf/2402.10669


LLM-as-a-Judge

A common implementation of judge LLMs 
is rubrics – structured prompts that 
guide their evaluation process. Rubrics 
can include:

● Evaluation criteria: The specific 
aspects of the output to be 
assessed.

● Scoring guidelines: How to rate or 
score each criterion.

● Examples: Illustrations of 
high-quality and low-quality 
responses.



Human-in-the-Loop Evaluation

Combining automated metrics with human judgment

Approaches:

● Generating assertions (SPADE)
Shankar et al - “SPADE: Synthesizing Data Quality Assertions for 
Large Language Model Pipelines” (2024) 
https://arxiv.org/abs/2401.03038

● Generating LLM judges(SMELL)
Emery & Liounis - "Subject-Matter Expert Language Liaison 
(SMELL): A framework for aligning LLM evaluators to human 
feedback” (2024) link

https://arxiv.org/abs/2401.03038
https://www.quotientai.co/post/subject-matter-expert-language-liaison-smell-a-framework-for-aligning-llm-evaluators-to-human-feedback


Human-in-the-Loop Evaluation

Approaches (continued):

● Training reward models on human preferences

○ Rafailov et al (2023) - “Direct Preference Optimization: Your 
Language Model is Secretly a Reward Model” 
https://arxiv.org/abs/2305.18290

○ Ethayarajh et al (2024) - “KTO: Model Alignment as Prospect 
Theoretic Optimization” https://arxiv.org/abs/2402.01306

○ Jung et al (2024) - “Binary Classifier Optimization for Large 
Language Model Alignment“ https://arxiv.org/abs/2404.04656

https://arxiv.org/abs/2305.18290
https://arxiv.org/abs/2402.01306
https://arxiv.org/abs/2404.04656


Human-in-the-Loop Evaluation

Pros:

● Balances efficiency of automated methods with human 
insight

● Can capture complex aspects of quality and 
appropriateness

Cons:

● More resource-intensive than purely automated methods
● Potential for human bias or inconsistency
● Crucial for sensitive applications and safety 

considerations



Domain-Specific Evaluation Datasets

Importance of user-created datasets:

● Tailored to specific use cases and domains
● Better reflect real-world application needs
● Allow for more meaningful evaluation in context

Characteristics:

● Highly relevant to the target domain
● Often smaller but more focused than general benchmarks
● May include proprietary or sensitive information

Creation process:

● Curated by domain experts
● Often involves labeling or annotating real user data



Domain-Specific Evaluation Datasets

Advantages:

● More accurate assessment of model performance for specific tasks
● Helps identify domain-specific biases or errors
● Enables continuous improvement in targeted applications

Challenges:

● Ensuring dataset quality, consistency and coverage
● Balancing specificity with generalizability
● Keeping datasets updated as domain knowledge or scenarios evolve

Best practices:

● Regular updates to reflect changing domain knowledge
● Collaboration between domain experts and ML practitioners
● Careful consideration of privacy and ethical concerns



Future Directions in Evaluation

● Improving human-in-the-loop evaluation methodologies

● Evaluating CoT / Reasoning (think: o1)

● Expanding evaluation frameworks beyond text



Evals for LLMs in the wild



Evals for Policy Compliance: Wayfair Case Study

Goals

● Ensure LLM outputs align with company policies and 
regulations

● Unique to each company's specific use case and industry

Key aspects:

1. Customization: Tailored to company-specific policies
2. Dynamic: Regular updates to reflect policy changes

Case Study: Wayfair's Customer Support AI

https://www.quotientai.co/post/wayfair-building-customer-support-ai-for-the-fortune-500


Evals for Policy Compliance: Wayfair Case Study

We tested the Evaluator w/ the 
following methodology:
- We identified the relevant 

Wayfair policies for each real 
conversation

- For each of those conversations 
and relevant policies, we 
generated multiple 
policy-violating LLM responses 
using the Evaluation Benchmark 
Generator

- 70% of data points out of a 100 
datapoint sub-sample were 
confirmed by Subject Matter 
Expert (SME) reviewers to be 
indeed policy-violating



Lessons from Building with LLMs

● Real-world insights from deploying and evaluating LLMs

● Key takeaways:

○ Importance of continuous evaluation in production

○ Balancing automated metrics with user feedback

○ Adapting evaluation strategies as models evolve

● Reference: Yan et al - “What We Learned from a Year of 
Building with LLMs” O'Reilly article

https://www.oreilly.com/radar/what-we-learned-from-a-year-of-building-with-llms-part-i/


Questions?


