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Infinite horizon Discounted Setting

M= {S,A,P,r,y}
P:SXAH A(S), r:SxA-[0,1], ye]0,1)

Policy z:S— A

Quantities that allow us to reason policy’s long-term effect:

Value function V*(s) = E [2 vir(s,, a) ‘ So =S, n]
h=0

Q function Q™(s,a) = E [Z vir(s,, ay) ‘ (50> ag) = (5, a), 72']
h=0

4



Bellman Consistency Equations:

VE(S) = ]"(S, ﬂ(S)) + }/[ES/NP(-|S,JZ'(S))V7T(S,)

Qﬂ(S, Cl) = I"(S, a) + }/HES/NP(-|S,Cl)Vﬂ(S/)



Summary so far:

Every discounted MDP has some deterministic optimal policy 7,
that dominates all other policies, everywhere

V7 (s) > V(s),Vr, Vs



Summary so far:

Every discounted MDP has some deterministic optimal policy 7,
that dominates all other policies, everywhere

V7 (s) > V(s),Vr, Vs

So we have, V* = V7 and Q* = Q" .
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Bellman (Optimality) Equations

- V* satisfies Bellman Equations:
V*(s) = max [r(s, a) +yE,.. P(S’G)V*(s’)]
*|f V satisfies the Bellman Equgtions,

V(s) = max [r(s, a)+ yE P(S,a)V(s’)],
then V = V*. )

*The optimal policy is:
n*(s) = arg max [r(s, a)+yE,,. P(S,a)V*(S’)]
a



Today:

Value lteration



Question for Today:

Given an MDP.Z = (S,A,P,r,y),
how can we (approximately) find z*?



Example of Optimal Policy 7*

Consider the following deterministic MDP w/ 3 states & 2 actions

oVl

A B V*(a) — %, V*(b) — L, V*(C) _

-7 1 —y 1 -y
O

Reward: r(b,A) = 1, & 0 everywhere else



What about this one...

Let’s design an algorithm that
computes V*/Q™* for any given MDP

11



specfye T(57)s 5
Can we efficiently compute in a optimal policy?

(polynomial in | S|, |A |, and other relevant quantltles)

; A [ e s g
T N b Lo l%{é /(’/ PR OA)

- Suppose we can efficiently compute V*(s) for any glven*ﬂ S - A
- Brute force search would to find 7* would still take |A ||S| time.

- Can we construct an interactive-algorithm based on the BEs?

‘Will it converge?
‘What is the computation time to get an approximate solution?
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Detour: fix-point solution

Consider x* = f(x*), f:[a,b] ~ [a,b]

A naive approach to find x* :

Initialize x° € [a, b], repeat: x'*! = f(x")
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Detour: fix-point solution

Consider x* = f(x*), f:[a,b] ~ [a,b] K’é %(; g(x"é )

A naive approach to find x* :

)
Initialize x° € [a, b], repeat: x'*! = f(x") =5 (X)

If fis a contraction mapping,
i.e., Vx,x, | f(x) — f(xX)| <y|x—x'|,forsomey € [0,]), then:
x' - x*, ast > o

| X ) = (56 seen) [ 2 8RR
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Define Bellman Operator 7: /() €¢

V(is)
-Any function V : § = R can also be viewed as a vector in V € RISI,

. Define 7 : RIPT = RIS where
(OVV) (s) := max [r(s, a) +}HES,NP(S,Q)V(S’)]

- Bellman equations in terms of I :
gV=V

\7 l/(l)
Bellman Equations: V(s) = max [r(s a) -H{ Eyps, a)V(S) /

(Z/(_ Bé//%ﬁfl
®ppe/7+‘5w
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Value lteration Algorithm: ‘

1. Initialization: V¥ : ||VY||, €

1
N |y, .

2. lterate until convergence: V7! « J V!

(

N~

Ov- Vq*\‘/ éof/’m& q‘/ltfm.‘é\%,][\(}}s - Cwﬂ,?{eo%
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Value lteration Algorithm:

|
1. Initialization: VY : ||VO||00 = 0,1—

—Y

2. lterate until convergence: V7! « J V!

Guarantee of VI:
We will see this fix-point iteration converges, i.e., V! = V*, ast — oo
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Alternative Version: Bellman Operator & on Q
(HW2 Q2 is the Q-version of the Bellman Equations)

Given a function 0 : S XA — R,
IO :SXAP R,

(P]’Q)(s, a) :=r(s,a) + yEy p s Max Q(s’,a’), Vs,a € S XA
T a'eA



What is the Per-lteration Computatlonal Complexity?
TV Z mae Tl ryE W) ;

9(\—P[S'(Q
+ Making the update V' < 7 V' explicit: o )/;w )
- Define Q™! e 1<
a Q"(s,a) =r(s.a) +7 Y P(s'| s, a)V'(s)
ses S
-Set VH. E Ve

£
Vs VH_I(S) — max QH_l(S, Cl) ¢ v Plsa)

a
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What is the Per-lteration Computational Complexity?
O Qg | > > ’éqaa,;s

- Making the update V! < T V' explicit: /
- Define Q™! +
Vs,a O™F\(s,a) = r(s,a) + yz P(s'| s, a)V'(s")
| s'es
Set V1. —
Vs V*l(s) = max O (s, a) Ar\ ) O%)Q/Q%%‘SA

a

‘What is the order of the number of basic arithmetic operations?
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What is the Per-lteration Computational Complexity?

tolz |
. Making the update V"' < J V' explicit: .
- Define Q™+ O ( £) [/4J>
Vs,a O™F\(s,a) = r(s,a) + yz P(s'| s, a)V'(s")
s'es
-Set Vit d
Vs Vt+1(S) — max QH_l(S, Cl) [é) (74’ >

a

‘What is the order of the number of basic arithmetic operations?
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With matrix multiplication?

. Making the update V! < TV’ explicit:
. Define Q™!
Vs,a O™ Y(s,a) = r(s,a) + yz P(s'| s, a)V'(s")
s'eS
-Set V1.

Vs V*l(s) = max Q' l(s, a)
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With matrix multiplication?

. Making the update V! < TV’ explicit:
. Define Q™!
Vs,a O™ Y(s,a) = r(s,a) + ;/Z P(s'| s, a)V'(s")

s'es ()( ((
- S
-Set VH_I: ch n) S/ B }:q)
Vs V*l(s) = max Q' l(s, a) o T
a
*In terms of matrix multiplication, Fo s Co /vwm 5

. =D : . :
let us view r as a vector, r € R34l and P as a matrix P € RISIAIXIS]

—5
> O & o PV
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With matrix multiplication?

. Making the update V! < TV’ explicit:
. Define Q™!
> Vs,a Q% (s,a) = r(s,a) +7 ) P(s'] 5, )V'(s)

s'es

.Set Vit

Vs V*l(s) = max Q' l(s, a)

In terms of matrix multiplication,
let us view r as a vector, r € R34l and P as a matrix P € RISIAIXISI

B Ot =y 4+ yPV
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Outline:

1: An Iterative Algorithm: Value Iteration
(a fix-point iteration algorithm again)

2: Convergence? How fast?
(Via the contraction argument again! )
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Convergence of Value lteration:

Lemma [contraction]: Given any V, V', we have:
| TV =TV =<rllV-Vl



(o FG) ~mar gy (7 Mgy
[(FV)(s) = (TV)(s)| =

max {r(s, a)+ yE, . P(s,a)V(s’)} — max {r(s, a) + y[ES/NP(S’a)V’(s’)}

N s h
= T e Ve f(”%”fr % V?s/))/
THSe

= é/’/”%« = Y o
. /s/«vﬁs,ﬁ\/(g )=V 7(x7) /
= ¥ ne = (V/SK)f‘\///gﬁ>)

2 e e Ve v )= |-y

S



Convergence of Value lteration:

Lemma [contraction]: Given any Q, Q’, we have:
170 —-T QN <70 -0l
Proof:

[(Z'V)(s) = (T V)(s)| = |max {r(s,a) + YEy_p0V(s) } — max {r(s,a) + yEy_pi. 0V ()}
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Convergence of Value Iteration:

Lemma [Convergence]: Given V', we have:
IV = V¥l <711V = VHl

Proof:
V=Vl = 1TV =TV <7V = V|



Convergence of Value Iteration:

Lemma [Convergence]: Given V', we have:
IV = V¥l <711V = VHl

Proof:
V=Vl = 1TV =TV <7V = V|

L SYPIVE =V
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Computational Complexity of VI

/[ \/9/\/%//

VI will return a Vs.t. ||V — V*|| ., < € in no more than, - N

ln( H Vo —v* H oo/€> < ln( H v H °°/€> iterations.

In(1/y) B (1 =7
So the computational c lexity for an e—acchj/rate solution is

\ //
/e



The Quality of Policy: $See Fixed

5
Theorem: For any V, let JZ‘&(S) = arg max [r(s, a) + [ES/NP(S’a)V(S’)] , then
a

- > * 2}/ % ”{’ /]/W?() LIL
Vi(s) 2V (S)—l—_yIIV—V oo e Cap 5&20@5

&~ = E (y)
\/f @ﬁﬂJsA 2 l/n;/,\CV I gj/)L A
T ~]_ < £
kv — V e =
SN A e (=%t
g ideea b
=Y

e




The Quality of Policy:

Theorem: For any V, let 7z%(s) = arg max [r(s, a) + [ES/NP(S,a)V(S/)] , then
a

2
VAs) = V(s) — 1—y||V— VAl
—7Y

Proof: “
* To prove the theorem, it suffice to show that: 5 <€ 3 / J €§
. 2y
V"= Vil < TV = VAl o oot
S



Understanding the sampling

“Occupancy measures” are a helpful concept



Discounted State (action) Occupancy Measures

Assume we start at s, following 7 to step /1, what’s probability of seeing a trajectory:
(Sgs Qs S1s A1y -5 Sppy Ap)7?
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1, a= n(s),
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Discounted State (action) Occupancy Measures

Assume we start at s, following 7 to step /1, what’s probability of seeing a trajectory:
(Sgs Qs S1s A1y -5 Sppy Ap)7?
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Discounted State (action) Occupancy Measures

Assume we start at s, following 7 to step /1, what’s probability of seeing a trajectory:
(Sgs Qs S1s A1y -5 Sppy Ap)7?

1, a= n(s),

Let’s write 77 as a delta distribution, i.e., #(a|s) =
0, else

@—@ ... P(spay,...,s,a)
/N

o = n(ay | so)P(s; | So, ag)m(ay | s)P(sy | s1,ay)...P(sy | s,_1, a,_)nla, | sp,)



State-action distribution at time Stfﬁ h o
(/LO 3 =

. focl /5 [« 7
Qi e
- = n(ay | so)P(s1 | 8o, ag)m(ay | s))P(s, | sp,ay)... PGS, | $,_1> ay_)7(ay, | sp)

Q: what’s the probability of & visiting state (s,a) at time step h?



State-action distribution at time step /

@_,@  PMag, ..., S ay | 5o, 7)
= m(ay | so)P(sy | S, ag)m(ay | s)P(sy | 51, ay)...P(sy | 8p_15 a_)7(ay, | sp)
F/\(X) = Z (e [K/%/)

Q: what’s the probability of r visiting state (s,a) at time step h?

[P)Z(Sh’ Clh | S(), 71') — Z H:Dﬂ(ao, cees Sh—l’ Clh_lsh =S, ah =d | So, 71')

ao,sl,al,. . .,Sh_l,ah_l



Discounted Average State-action distribution

Probability of 7 visiting (s, a) at h, starting from s,

0
_ h :
di(s.a) = (1 =7) ) 7"P(s. ais)
h=0
Can you show that this is a valid distribution?
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Discounted Average State-action distribution

Probability of 7 visiting (s, a) at h, starting from s,

0
_ h :
di(s.a) = (1 =7) ) 7"P(s. ais)
h=0
Can you show that this is a valid distribution?

1
Vi(so) = 1—_7/ 2 dg (s, a)r(s,a) HWO questions!
S,a

Can you show the above is true?



Discounted Average State-action distribution

Probability of 7 visiting (s, a) at h, starting from s,

P sy, ay, | 5o, @) = Z P7(Sg, Qs - -+ Sp_1> 1S, = S, )y = Q)
ansS81,A15- 5851851
oo
T _ hpr .
di(s.a) = (1 =7) ) 7"P(s. ais)
h=0

Can you show that this is a valid distribution?

1
Vi(so) = 1—_7/ 2 dg (s, a)r(s,a) HWO questions!
S,a

Can you show the above is true?



Summary Today

« Value iteration: an iterative algorithm with a “linear” convergence rate.

* The concept of an “occupancy measure”.

1-minute feedback form: https://bit.ly/3RHtIxy


https://bit.ly/3RHtlxy

